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Downstream Task Results

Contextual word embeddings can perpetrate statistically significant e MIMIC-III consists of EHR records for 38,597 adults admitted to the ICU of  Significant gender gaps (positive is favoring female):
biases when applied to clinical notes in downstream tasks. the Beth Israel Deconess Medical Center between 2001 and 2012. a Fositiva Equalit) Gap
. - - . . 0.3 -
e BERT pretrained on clinical notes demonstrates statistically significant ° Conta.lns abo.ut 2 million c||r.1|c.a| notes _Of varying types. | = :Zgziffzqua”tyeap
gender bias in medically relevant unsupervised sentence completion tasks. e Contains patient demographic information such as gender, insurance status, .

and self-reported ethnicity and language spoken.
e 58.7% male, 80.2% white, 88.5% English speakers, 56.1% medicare.

e BERT pretrained on clinical notes results in statistically significant

nerformance gaps when applied to downstream clinical tasks. 0.1

e These biases often favor the majority group with regards to gender,
language, ethnicity, and insurance status.
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e Non-contextual word embeddings such as word2vec have been shown to
capture societal biases in the training corpus (e.g. gender, ethnicity).
. . —— el —
e Contextual word embeddings such as BERT have been shown to contain S —— -

1. Extract notes and

gender bias on unsupervised tasks in the general domain. e Vvt | B N U N S Qe
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e |n a high-stake domain such as clinical notes, do BERT embeddings exhibit 4. Process text and e BV qe® ohY @7 o @ o W€ P g e
generate 57 downstream ob P~0\3 QP*Q\ o R o pO QS *1 RO\
bias when qualitatively and quantitatively examined? binary lassification tasks * AR A L ORI i

“71 yo caucasian pt. ptis in __ condition at B E RT P retra i n i n g

this time. was dnr in nursing home”

Significant language gaps (positive is favoring English speakers):

71 yo caucasian pt. pt is 1in good

condition at this time. was dnr in nursing e |nitialized from SciBERT, which is pretrained on biomedical text. 03 W Positive Equality Gap
. _ o o Y voxsomoncer Evmter S— BEE  Parity Gap
D oy homerton i f i e Used all notes except outpatient notes. W Negative Equality Gap
71 yo WM pt. Pt is in poor condition Sl vt 1ot [Maall = oL, 100 [l - [t e Trained for one epoch (& 8 million samples) on sequences of length 128, >2
71 yo asian pt. pt is in normal condition R B [N oo | B (R K=o [ = B then one epoch (=~ 4 million samples) on sequences of length 512.
at this time. was dnr in nursing home — - —— — ——— — 0.1
Embedding
“Patientis a 75 year caucasian m who [(CLS] 51 yo male [SEP] den #ties | fachycardia | .. [SEP] Downst ream Tasks % 0.0
presents with __and " Aas A A A A A B B B B B °
patient is a 75 year caucasian male who ] . .
presents with arthritis and has arthritis o 57 b|nary ClaSS|f|Cat|0n problems_ -0.1
D eents with o o e In-hospital Mortality: Using the first 48 hours of a patient’s notes,
predict whether they will die in hospital. 02
Group Fairness Definitions o Phenotypm‘g using all notes: Using all notes, predict pajclent o
membership in one of 25 HCUP CCS code groups. Also considers any acute
Demographic pa rity: A phenotype, any chronic phenotype, and any defined disease. 0“960\)\@( .\60@?:\ 0‘(@@:@@020@@31 %4\‘5“6?}5&‘5‘°Z:e.‘o°‘\%§<e\e°<‘6:e< Q\@ZQO\‘_:G@?G\(\@(Z: ) ,o.\\\\):: et
e Definition: P(Y = 9) = P(Y = y|Z = 2) e Phenotyping using first note: Similar to the previous tasks, except only il P?“%e\“‘” @Popo\“zpov‘zpoof\;@é‘“ MRS AR RN
. . . .. %
e Metric: \(TPzJFPz)Zzl _ (TPZNFFPZ)ZZO\ using the first nursing or physician note. Task
e Positive Equality: ] Probability S Parity Positive Equality Negative Equality
e Definition: P(Y = 1|Y = 1) = P(Y = 1|Y = 1, Z = 7) OS5 EFORADIIEYS S CONC S Ethnicity
Vet P P White # Significant 17 3 8
* Metric: |(75 7 )z=1 — (7 )==0l Given a fill-in-the-blanks prediction task, is there a statistically significant = # Favoring White | i 3 3
e Negative Equality: difference between the likelihood of predicting male vs. female gendered Black iigg\/r!:ilﬁ;nélack ig 111 151
e Definition: P(\/> =0|Y =0) = P(\/> =0|Y =0,Z=2) pronou ns’ Hispanic +# Significant Q9 6 21
. TN, TN, _ Favoring Hi ' 0 0 21
* Metric: ‘(TNZ+FPZ)Z:1 — (TNZ+FPZ)Z=0’ - Male Female P value n Asian i S?gv;)i:clizgntlspanlc fffffff 1 0 oy
e Multi-group Fairness Expansion: Add'Ct'O_n 0.0211°-0.515 /p <0.01 2048+~ # Favoring Asian 5 3 21
| Heart Disease 0.264  -0.352 p < 0.01/13000 Other  # Significant 9 17 17
° if = argmax;c, |m; — mj] _ .
Diabetes 0.205 -0.865 p < 0.01 3600 # Favoring Other 0 2 17
® gap; = m; — m, ‘0 - | ) Insurance
DO No:t ReSUSCItate 0-636 1-357 p < OoO]— 256 Medicare#signiflcant 7777777777777777777 4: 1 777777777777777777777 2 7577”7777777”77”7777777”77”77737727 77777777777777777
elevant Prior VWork e e e s N E— SR o avoring viedicare, o0 A
HIV 0.616 -1.247 p < 0.01] 3600 Private  # Significant 30 13 25
Kurita et al. “Measuring Bias in Contextualized Word Representations.” (2019) Hypertension 0.440 -0.402 p < 0.01/10800 # Favoring Private = - 2 24
Chen et al. “Why is my classifier discriminatory?” (2018) Mental lllness 0.084 -0.263 p < 0.01 9000 Medicaid 7 Significant = 31 20 23
Alvin et al. “Ensuring fairness in machine learning to advance health equity.” (2018) | ' ' # Favoring Medicaid 6 6 21




